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Abstract—Warehouse management system assigns a preferred completion time for every order based on the customer profile and the good(s) that is/are ordered. Even though employing multi-robot systems to manage goods movement bring operational efficiency in a warehouse, it is difficult to meet these soft deadlines of tasks in the peak hours/seasons. This can impact the respective businesses significantly as the lateness of task completion incurs a direct/indirect penalty. In this work, we develop an online task scheduling algorithm for such a multi-robot system, called Online Minimum Penalty Scheduling (OMPS). Though there exists a large number of multi-robot task scheduling algorithms, they are not suitable (or less efficient) for a system where each task has a soft deadline and accumulates penalty if it is executed beyond its deadline. Moreover, the lack of knowledge of future tasks (online scheduling) makes task allocation a much more difficult job. OMPS provides a robust, scalable, and near-optimal online task schedule. By comparing with the state-of-the-art algorithm, we show that OMPS attracts up to 78% less penalty when a significant number of tasks are bound to miss the deadline. Additionally, it achieves a competitive ratio of up to 1 when compared with a state-of-the-art offline task scheduling algorithm.

I. INTRODUCTION

Efficient warehouse management system (WMS) ensures fluent delivery of the ordered goods to the respective customers and impacts modern-day businesses significantly. Distributors and e-retailers generally provide an estimated-time-of-arrival (ETA) for any goods delivery and pledge for fast and time-bound delivery as a value-added service. Though lateness in delivery does not have a catastrophic outcome, it impacts the businesses quite significantly in the short and/or long term. The time of out-flowing the goods from the warehouse, even though is a small fraction of the entire delivery process, plays the role of a steer and thus the most significant in the chain. Naturally, the lateness in goods out-flow must be minimized to the extent possible.

Motivation. Goods movement is estimated to be as much as 55% of the total operating expense of a warehouse [6]. Modern warehouses employ robots for goods movement within a warehouse to minimize ergonomic hazard for the human workers along with achieving higher operational efficiency. This is a classical use-case of multi-robot task allocation (MRTA) where a task for a robot is to bring an object from its storage location to the packaging dock for shipment. Though there exists a large number of existing MRTA techniques [15], [5], [19], generally, they do not consider the specific requirements of a warehouse operation. For example, in typical MRTA scenarios, deadlines are not associated with the tasks, which is generally there in warehouse tasks. Though classical real-time task scheduling handles such scenarios, tasks are discarded when they cannot be executed within their deadline (hard deadline). On the other hand, in a warehouse, all the tasks must be completed to avoid customer abandoning. As a result, MRTA for such a situation must complete all the tasks, sooner or later (soft deadline). A penalty is imposed on the system if a task is finished beyond its defined deadline. The problem magnifies when tasks are not known in advance, i.e., their characteristics are known only when a task is introduced to the system (in other words, ordered by the customer).

Problem description. In this paper, we address the problem of assigning atomic tasks to the team of homogeneous robots on-the-fly such that a minimum penalty is incurred on the system by the tasks failing to meet their deadline. The tasks are non-clairvoyant and each task \((t_i)\) is characterized by an arrival time \((a_i)\), an execution time \((e_i)\), a deadline \((d_i)\) and a penalty value \((p_i)\). If a task misses its deadline and completes execution at time \((c_i)\), it incurs a penalty of \((c_i - d_i) * p_i\) units. Please note when the task in-flow is moderate and there is a sufficient number of resources (robots) to complete the tasks within their deadlines, existing task allocation algorithm works quite efficiently. The scope of this work is when the task in-flow rate fluctuates significantly such that a large number of tasks are bound to miss the deadline given a fixed number of resources.

Approach. Real-time task scheduling in a multi-processor system is known to be an NP-Hard problem in a strong sense [9]. Thus, we develop a heuristic algorithm, called “Online Minimum Penalty Scheduling (OMPS)” that aims at minimizing penalty for tasks’ execution that appear on-the-fly. Since all the information about the environment is available at the WMS, we design a centralized algorithm. The tasks arriving in the system are initially queued in a global queue before allocating them to the robots. The algorithm works by segregating tasks into two categories, first, tasks that are schedulable within their deadline; i.e., tasks that have not violated the deadline constraint yet, and second, tasks that have already missed their deadline. For the first category, the goal is to maximize the number of tasks with a higher priority value (equivalent to penalty) to meet their deadline. For the tasks that could not be scheduled within their deadline, the scheduling aim is to keep the incurred penalty as least as possible. To avoid starvation of lower priority tasks due to the constant arrival of higher priority tasks, a starvation prevention mechanism is injected which upgrades the priority value.
The major contributions of this work are summarized as follows.

- To best of our knowledge, OMPS is the first online algorithm for MRTA that considers deadline and penalty while scheduling tasks to the robots with the goal of minimizing the overall penalty.
- OMPS also maximizes task scheduling within the deadline and achieves a competitive ratio of up to 1 as compared to the state-of-the-art.
- OMPS guarantees bounded lateness in task execution when tasks cannot be scheduled within their deadline. Thus, it avoids starvation of a task.

II. RELATED WORK

Multi-robot task allocation (MRTA) has been extensively studied by bibliophiles. However, the generic MRTA systems do not cover the specific requirements of a warehouse scenario. Thus, several research activities specifically focused on the warehouse. Here, we discuss some of the relevant works to provide the context of our work and highlight the limitations of the state-of-the-art.

**MRTA in Warehouse:** Korsah et al. [13] provide a taxonomy of multi-robot task allocation. According to this taxonomy, task allocation in a warehouse cannot be instantaneous, but time-extended since the number of tasks is generally much higher than the number of available robots at any point in time. Henn et al. [11] presented work on order picking and moving in a warehouse that considers static order list, i.e., all the tasks are known beforehand. A similar task scheduling problem is addressed in [16], where they used an auction-based approach. Recently, Sarkar et al. [19] proposed a time extended task allocation mechanism for a warehouse scenario that is very efficient in terms of reducing the overall cost. But, they propose an offline algorithm and also the tasks do not have any deadline associated with them.

Task allocation problem, described in [12], however, deals with the problem with time constraints, i.e., the tasks are associated with a deadline. They applied a Monte Carlo tree search (MCTS) mechanism, which is suitable only for static task set. They do not allow re-planning for dynamically changing task list. A formal framework, spatial task allocation problems (SPATAPs) was introduced in [4] that describes how a team of agents interacts with a dynamically changing set of tasks. SPATAPs allow replanning of tasks at every time step. They assume that the distribution of the orders is known. In this approach, robots may position themselves at locations where the high-priority task likely appears. However, this method would have a negative impact if the distribution of the order type does not follow any pattern.

**Online task scheduling:** There has been extensive research on online task scheduling on multiprocessor systems [21]. List Scheduling (LS) proposed by Graham et al. [20] is known to be the simplest and best classical online scheduling algorithm on parallel machines. LS assigns the current job to the machine that can complete it at the earliest. Motivated by this, Li et al. [14] proposed a scheduling algorithm for a semi-online model with relaxed or partial task characteristic known in advance.

MURDOCH [10] is one of the early methods of dynamic task allocation for a group of robots. It is an auction-based task allocation system that is known to be 3-competitive with respect to the optimal off-line solution. Visalakshi et al. [23] proposed an improved algorithm based on Particle Swarm Optimization. More recently, Turner et al. [22] proposed consensus-based task allocation algorithms (CBBA) that integrates learning with decision making.

Most of these works try to maximize profit by executing a job. They either assume schedulable task set or tasks are dropped if they cannot be scheduled within their deadline. To induce fairness, a penalty value is introduced if a task is dropped. There are different penalty models, e.g., preemption penalty [2] where a penalty is paid each time a task is preempted, non-completion penalty [8] where a penalty is imposed if the task cannot be completed within its deadline, etc. The objective of the existing works is to maximize the system profit by rejecting the tasks as early as possible that cannot meet the deadline constraint. But, in a warehouse scenario, this is not an option as all the tasks must be completed (sooner or later) and cannot be discarded. In our earlier work, we have done non-preemptive task scheduling in a warehouse that minimizes the penalty for the tasks that misses their deadline [17]. However, the algorithm was designed for wave-based task scheduling, i.e., characteristics of all the tasks are known beforehand; thus, not suitable for an online task scheduling scenario.

III. PROBLEM OF ONLINE TASK ALLOCATION

In online task allocation, characteristics of the future tasks are not known to the system until they are introduced to the system (in other words, ordered by the customer). In the warehouse, where goods are systematically arranged across a large area, the task of a robot is to bring objects from the storage racks to the packaging dock before shipment to the customer. The time required by the robot to bring the object to the packaging dock is the total time it takes to pick the object (actuating time) and to-and-fro travel time between the packaging dock and shall be referred to as the task execution time. Every task has a time allocated within which it is expected to be completed and we call it the task deadline.

A. Task model

A task $t_i$ is characterized by a four-tuple $(a_i, e_i, d_i, p_i)$ – an arrival time $a_i$, an execution time $e_i$, a deadline $d_i$, and a penalty $p_i$. Assuming the system (re)starts at time zero, $a_i$ is the time unit after which task $t_i$ arrives at the system and must occupy $e_i$ units of time on a robot. If it starts at time $s_i(\geq a_i)$, it finishes its execution at $s_i + e_i$ time unit. Now, the task shall impose a penalty of $p_i$ per unit time delay in completion beyond the deadline. The penalty function is defined as,

$$P(t_i) = \max(0, (e_i - d_i) \cdot p_i), \quad (1)$$
where \( c_i \) represents the completion time for task \( t_i \), i.e., \( c_i = s_i + e_i \). This signifies that if a task is executed within the deadline, there is no penalty and after that, the penalty increases with time.

### B. System model

When an order is placed and a new task is added into the system, the scheduler has to map it to a robot and a time slot when it can be best executed, without any cognizance of the future tasks. Had the release of all the tasks been the same or known before the scheduler begins to assign tasks, it would have been the classical problem of offline task scheduling.

Though we use a generic setup of a warehouse to find a task schedule, the system runs with the following assumptions.

- We assume when a task arrives, the warehouse management system calculates its execution time based on the storage location of the respective goods, assign a deadline based on the overall expected-time-of-arrival pledged to the customer, and assign a penalty value based on customer profile and type of object.
- At any time instant, there are \( n \) tasks available in the system that need to be completed by \( m \) homogeneous robots. The value of \( n \) (and \( m \) also) varies significantly over time.
- If a customer places an order for multiple goods, picking of each good is treated as a separate task. In this case, each task can have different execution time, deadline, and penalty.
- All the tasks are assumed to be independent, i.e., completion of one task does not depend on the completion of other(s).
- Every task is atomic and non-preemptive. The robot must execute the task until completion once it is started. Jobs cannot be executed concurrently by more than one robot. We assume that the tasks are independent, i.e., the execution of one task is not contingent on the execution of any other task.

### C. Problem formulation

At certain points of time, the number of tasks in a warehouse can be significantly larger than the number of deployed robots. This may lead to a scenario where some/tasks missing out on being served within their deadline. Since the warehouse promises to complete all the tasks, it incurs a penalty on the system proportional to the delay. The objective hence converges to minimizing the overall loss of the system.

Let’s assume, at any time instant, there are \( m \) identical robots \( \{r_1, r_2, \ldots, r_m\} \) working in parallel to complete a list of \( n \) tasks \( \{t_1, t_2, \ldots, t_n\} \), where task \( t_i \) arrived at the scheduler at time \( a_i \). The objective function of our scheduler can be expressed in terms of the incurred penalty (defined in Eq. 1).

\[
\min \sum_{i=1}^{n} P(t_i). \tag{2}
\]

A scheduler partitions the tasks amongst the \( m \) robots and creates a local task queue (ordered task set) \( R^i_j \) for robot \( r_j \) while minimizing the objective function. Please note that by the time these tasks are completed a new set of tasks may arrive. Also, the fleet of robots may change as some of them may deplete their energy or some new robot may join after recharging their battery. Thus, the online scheduling mechanism needs to accommodate these factors.

### D. Integer linear program (ILP) formulation

Luo et al. [16] proposed an ILP formulation for tasks with unit execution time and deadline constraint. This model neither includes any penalty value associated with the task if it fails to be scheduled within its deadline nor it considers different task arrival time. Thus, we propose a new ILP formulation where the goal is to minimize the overall penalty of the system and accounts for different task arrival time. Since ILP cannot be formulated in an online setup, i.e., the task characteristics are not known beforehand, we take a time-window \( K \) where \( n \) tasks arrive at different time, but known \textit{a priori}. The value of \( K \) is set to \( a_i^{\text{max}} + \lceil \frac{n}{m} \rceil \) such that all the tasks would finish their execution by the \( m \) robots; \( a_i^{\text{max}} \) is the maximum arrival time among all the tasks.

Let, \( x^k_{ij} \) be the variable that takes a value 1 if task \( t_j \) can be assigned to robot \( r_i \) at time instant \( k \); otherwise it is set to 0. Now, the incurred penalty for this schedule would be \( \max\{0, (k+1 - d_j) * p_j\} \), where \( k+1 \) is the completion time of the task. The problem can be formulated as follows.

\[
\min \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=a_j}^{K} (k+1 - d_j) * p_j * x^k_{ij} \tag{3}
\]

s.t.
\[\sum_{i=1}^{m} \sum_{k=a_j}^{K} x^k_{ij} = 1, \quad j \in \{1, \ldots, n\}\]
\[\sum_{j=1}^{n} x^k_{ij} \leq 1, \quad i \in \{1, \ldots, m\}, k \in \{a_j, \ldots, K\}\]
\[x^k_{ij} \in \{0,1\}, \quad \forall i, \forall j, k \in \{a_j, \ldots, K\}\]

where Eq. 3 ensures that every task is assigned only once and to only one robot and Eq. 4 ensures that multiple tasks are not assigned to a robot at the same time instance.

### IV. Algorithm Design

In this section, we describe our algorithm, called \textit{online minimum penalty scheduling (OMPS)}, that does online scheduling for non-clairvoyant, non-preemptive tasks with soft-deadlines on a multi-robot system. We formulate and solve the problem to assign each of the tasks to one of the available robots such that the overall system penalty can be minimized. The main philosophy behind OMPS is two fold – prioritize scheduling the tasks that would incur a higher penalty if delayed beyond its deadline and carefully schedule the delayed tasks in order to minimize the overall system penalty. However, if there is a low penalty task amongst several high penalty tasks in the system, it can be delayed continuously leading to its starvation. This requires that OMPS ensures fairness in task scheduling.
OMPS maintains a global queue \( \omega \) where all the newly arrived tasks are pooled. Every robot maintains a local task queue \( R^i_\eta \) where the tasks are sequenced in the order in which they are to be executed by that robot. In the global queue, tasks are queued based on their priority value. Tasks with highest penalty value (e.g., penalty = 10) are treated as the top priority tasks (priority = 1). To prevent starvation of low priority tasks, the unscheduled tasks upgrade their priority until they are executed or they attain a value equal to zero. Such tasks with priority zero are treated as critical tasks and must be scheduled without any further delay. Safe tasks form the complement of the critical task set. Each local task queue \( R^i_\eta \) has a corresponding critical task marker \( h_i \). Tasks until this marker (from the beginning of the queue) should never be considered for rescheduling.

When one/multiple robot(s) complete(s) executing the current task, either of the following decision is made.

- **No more task in the global queue or in the robot's local queue** - stay idle.
- **No new task has arrived and no significant delay in executing the previous task** - execute the task from the local queue.
- **New task has arrived in the global queue and/or significant delay in executing the previous task** - follow the routine TaskScheduling.

Additionally, if a robot proactively reports breakdown or do not report task completion within a given time-frame after starting a task or a new robot joins the fleet, TaskScheduling is invoked.

The TaskScheduling sub-routine, when invoked, merges all the unexecuted tasks, in the local queues beyond the critical task marker \( h_i \), with the newly arrived tasks from the global queue. Intuitively, merging tasks and then determining the schedule leads to a lower accumulated penalty. For example, a task with a very high penalty (proportionally high priority) and smaller deadline may arrive later in the system. This necessitates scheduling it with higher urgency. However, the critical tasks (priority value 0) are not considered when rescheduling is done and they remain at the front of the task queues (lines 3-8). Rest of the tasks are reallocated to the robots (concatenated after the critical tasks) using compaction and listScheduling (lines 9-15). Finally, the priority of all the tasks that are scheduled beyond their deadline (if any) is updated to avoid starvation.

**Compaction - Scheduling tasks within deadline:** This module of OMPS is inspired by task partitioning using Demand Bound Function (DBF) proposed by Fisher et al. [7]. To schedule task \( t_i \) within its deadline, it is checked whether \( e_i \) continuous time units can be found on any robot for the time interval \([a_i, d_i]\); this is termed as compaction check. Though the goal of DBF is to minimize the number of deadline miss, it does not guarantee the least system penalty. Thus, in our previous work [17], we adapted the necessary constrains of DBF for compaction check that ensures minimal system penalty (Eq. 6 and Eq. 7).

\[
d_i - \left( \sum_{t_j \in T(r_k), \ d_j \leq d_i} e_j + e_i \right) \geq 0 \quad (6)
\]

\[
\forall t_j \in T(r_k): d_j > d_i: d_j - \left( \sum_{t_l \in T(r_k), \ d_l \leq d_j} e_l + e_j \right) \geq 0 \quad (7)
\]

Eq. 6 ensures that there is enough space to execute \( t_i \) after executing all the tasks that are scheduled on robot \( r_k \) and have deadline smaller than that of \( t_i \). Eq. 7 ensures that the tasks that are already scheduled on \( r_k \) and have a deadline greater than \( t_i \) are still schedulable if we schedule \( t_i \) as well.

**List scheduling - Minimizing penalty for late tasks:** If a task \( t_i \) is scheduled to begin in the time interval \([a_i, d_i - e_i]\), it shall complete execution within its defined deadline. On the other hand, if it starts execution after \((d_i - e_i)\), it shall complete execution after \((d_i)\) imposing a penalty on the system. For these tasks that are to be scheduled after time \((d_i - e_i)\), are allocated to the robots using list scheduling [20]. In a nutshell, tasks that cannot be completed within their deadline are sorted by non-decreasing priority value (zero being the highest priority). Then, these tasks are appended to the robots’ local queue based on a first come, first serve.

**Priority update:** Arranging the tasks in the global queue by its initial priority value may keep delaying execution of
a lower priority task, steering it towards starvation. To avoid this, a priority update is done for the tasks that are scheduled using list scheduling, i.e., the tasks that would finish execution after their deadline under the current scheduling. To ensure fair scheduling, the priority of these tasks is increased periodically based on a threshold value \( \theta_i \), which is initially set to the absolute deadline of the task. If task \( t_i \) fails to begin execution within its defined threshold, the threshold is extended by a value equal to its relative deadline and the priority value is decreased by unit step. This ensures that task \( t_i \) becomes a critical task (priority = 0) after \( \text{priority}_i \) iterations. Such critical tasks are immediately assigned to a robot and cannot be replaced by any other task.

**Time-complexity analysis**

The decision to invoke sub-routine TaskScheduling takes constant time. Thus, the time-complexity of OMPS is equivalent to the time complexity of this routine. Let’s assume there are \( n \) tasks and \( m(=|R|) \) robots in the system. The two nested loops in the Algorithm 1 (at the beginning) have \( O(nm) \) complexity. Then, there are calls to compaction and list scheduling in serial. In list scheduling, each task from a sorted list is appended to a robot’s task queue who is available at the earliest. This appending takes \( O(n) \) where sorting of the tasks takes \( O(n\log n) \). Thus, the time complexity of list scheduling is \( O(\max\{nm, n\log n\}) \).

Now, during compaction, each task is tried to be scheduled on each robot and tested whether it can still be scheduled within its deadline considering there are some tasks already scheduled on the robot. Trying all the task on a single robot takes \( O(n^2) \) time, which leads to \( O(n^2m) \) complexity for the compaction. Thus, the overall complexity of OMPS is equivalent to compaction, which is \( O(n^2m) \).

### V. Evaluation

To evaluate the performance of OMPS, several simulation experiments are carried out using a vast range of datasets. We briefly describe the datasets before discussing the results in details.

**A. Datasets**

We use the capacity-constraint vehicle routing problem (CVRP) datasets [1] for our evaluation, where the depot location is used as the packaging dock location and site locations are used as the storage location of the objects (to be picked by the robots). Due to the paucity of the space, here, we present results for only two large dataset of 500 and 1000 tasks (site locations) from these sets. As mentioned earlier, each task is represented as a tuple, \( t_i = < a_i, e_i, d_i, p_i > \), where the execution time \( e_i \) is set to the to-and-fro travel time of the robot from the packaging dock to the storage location of the object as proposed in [18]. For a given execution time, we consider the relative deadline for each task to vary according to the following strategies. Please note the absolute deadline of a task is a just summation of the arrival time and the relative deadline.

- \( d_i = 2e_i \): In this set, the relative deadline of a task is set to twice the execution time of the task. This is an extreme case as a large number of tasks are bound to miss their deadline when the number of tasks is large compared to the number of robots. Though such a scenario would be rare in practical warehouse scenario, this provides a worst-case view of the scheduler.
- \( d_i \in [2e_i, 10e_i] \): The relative deadline is set to a random value in the range of \( 2e_i \) and \( 10e_i \) (uniformly distributed).
- \( d_i \in [5e_i, 10e_i] \): Again, the relative deadline is set using a uniform distribution in the range of \( 5e_i \) and \( 10e_i \). This presents a case where a large number of tasks are schedulable within their deadline, if not all.
- \( d \leftarrow \text{mix} \): To ensure that the scheduler does not favor a particular distribution of deadline, we take a mix of all the previous three datasets with equal probability.

The strategy to associate (relative) deadline is similar to [3], which is a standard procedure to generate data in real-time scheduling domain. Now, for each combination of execution time and deadline, we assign a penalty to each task using 3 different strategies.

- \( p \in [1, 10] \): The penalty is set to a random value generated using a uniform distribution in the range of 1 and 10.
- \( p \leftarrow \text{same} \): The penalty is set to the same value (e.g., 1) for all the tasks.
- \( p \leftarrow \text{extreme}(1 \ or \ 10) \): The penalty is set to the either of the two extreme values, i.e., either 1 or 10 with equal probability.

**B. Methodology**

We evaluate OMPS based on two metrics – (i) overall penalty incurred while completing all the tasks, and (ii) the number of deadline miss between time \( \tau_0 \) and \( \tau' \), where \( \tau' > \tau_0 \). To validate the performance of the scheduler, we represent a stable system until time \( \tau_0 \). After time \( \tau_0 \), a burst of tasks appears in the system until time \( \tau' \). The task inflow again reduces after \( \tau' \). Two different task arrival pattern during a burst have been graphically shown in Fig. 2 (continuous high inflow rate for a specific time span - steady high traffic) and Fig. 3 (too many tasks appear in a tiny time-scale and the pattern continues for some time - spiking traffic).

Since task allocation to a multi-robot system is an NP-hard problem, our scheduler adopts a heuristic approach. To scrutinize the optimality of OMPS, we compare it against an optimal solution achieved through the ILP formulation described in Section III-D. An online algorithm is likely to be less efficient in comparison to an equivalent offline algorithm. Thus, the performance of OMPS is further evaluated by comparing the penalty and deadline miss to a state-of-the-art offline *Auction-based algorithm* (AUC in rest of the article) proposed by Luo et al. [16]. Though the idea in AUC is to maximize the profit by executing as many tasks as possible within its deadline, we modified the algorithm such that the remaining tasks (that missed their deadline) are scheduled at the end of the schedulable task. This provides the accumulated penalty value for AUC-based scheduling.
To showcase the performance of OMPS with respect to other heuristic based online algorithm, we compare it with a state-of-the-art online task scheduling approach, called earliest deadline first-nearest task first (EDF-NTF) proposed by Turner et al. [22].

C. Near Optimality

Fig. 1a and Fig. 1b graphically represents the performance of ILP against AUC (offline), EDF and OMPS; for 500 tasks (with unit execution time) and 10 robots. Though the ILP yields the optimal solution for the generalized assignment problem, it fails to converge for more than 500 tasks even with unit execution time. We test with four different datasets with different deadline distributions and fixed penalty distribution (uniformly between $[1, 10]$). Since, $e_1 = 1$, EDF-NTF reduces to earliest deadline first (EDF) only. The principle goal is to minimize the penalty in which the ILP outperforms, as expected. Though deadline miss is minimized by AUC, OMPS fulfills the primary goal of minimizing penalty more efficiently over the other two heuristic approaches.

D. Performance under different inflow pattern

The number of tasks missing the deadline and hence the incurred penalty depends on the rate at which the tasks appear in the system and the number of available robots to execute them. We fix the number of active robots to 50 to perceive system stability prior to and post the task burst. Approximately 1000 tasks are added during this high traffic time.

Fig. 2 and Fig. 3 show the number of tasks that missed the deadline and penalty accumulated for the tasks that arrived during a high traffic period. The system was in a stable state before the task explosion occurs. With a fixed number of robots, as the rate of task inflow increases enormously, the system loses stability and a large number of tasks are forced to be executed beyond their deadline. The penalty too gradually starts to accumulate. At the end of the burst, with task arrival rate gradually falling to normal, the system attains stability with no further deadline miss and penalty accumulation. For both kinds of task arrival pattern

Fig. 2: For tasks arriving between time $\tau_0$ and $\tau_0 + 1200$ (steady high traffic) and 50 active robots, comparison of cumulative deadline miss and cumulative penalty.

Fig. 3: For tasks arriving between time $\tau_0$ and $\tau_0 + 1200$ (spiking traffic) and 50 active robots, comparison of cumulative deadline miss and cumulative penalty.

Fig. 4: Execution slot and incurred penalty for tasks arriving at time $\tau_0 + 25$ units.
TABLE I: Performance comparison for 12 datasets with 1000 tasks and 50 robots.

<table>
<thead>
<tr>
<th>Penalty</th>
<th>Deadline (relative)</th>
<th>AUC (offline)</th>
<th>EDF-NTF</th>
<th>OMPS</th>
<th>Penalty Reduction (%)</th>
<th>Competitive Ratio (Deadline meet)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(10^2 × d)</td>
<td>DL-M</td>
<td>P(10^2 × d)</td>
<td>DL-M</td>
<td>Over AUC (offline)</td>
</tr>
<tr>
<td>p ∈ [1, 10]</td>
<td>d_i = 2e_i</td>
<td>14408</td>
<td>622</td>
<td>15126</td>
<td>737</td>
<td>10482</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [2e_i, 10e_i]</td>
<td>5934</td>
<td>197</td>
<td>5578</td>
<td>405</td>
<td>3925</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [5e_i, 10e_i]</td>
<td>2954</td>
<td>149</td>
<td>3110</td>
<td>172</td>
<td>1619</td>
</tr>
<tr>
<td></td>
<td>d_i ← mix</td>
<td>7633</td>
<td>218</td>
<td>7608</td>
<td>597</td>
<td>6098</td>
</tr>
<tr>
<td>p ← same</td>
<td>d_i = 2e_i</td>
<td>2602</td>
<td>622</td>
<td>2578</td>
<td>737</td>
<td>2526</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [2e_i, 10e_i]</td>
<td>966</td>
<td>197</td>
<td>1004</td>
<td>405</td>
<td>918</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [5e_i, 10e_i]</td>
<td>520</td>
<td>149</td>
<td>574</td>
<td>172</td>
<td>498</td>
</tr>
<tr>
<td></td>
<td>d_i ← mix</td>
<td>1315</td>
<td>218</td>
<td>1370</td>
<td>597</td>
<td>1212</td>
</tr>
<tr>
<td>p ← extreme</td>
<td>d_i = 2e_i</td>
<td>13812</td>
<td>622</td>
<td>12571</td>
<td>737</td>
<td>6791</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [2e_i, 10e_i]</td>
<td>5096</td>
<td>197</td>
<td>5381</td>
<td>405</td>
<td>1172</td>
</tr>
<tr>
<td></td>
<td>d_i ∈ [5e_i, 10e_i]</td>
<td>2419</td>
<td>149</td>
<td>2796</td>
<td>172</td>
<td>686</td>
</tr>
<tr>
<td></td>
<td>d_i ← mix</td>
<td>7086</td>
<td>218</td>
<td>7356</td>
<td>597</td>
<td>2157</td>
</tr>
</tbody>
</table>

Fig. 5: Performance comparison for steady high traffic, linearly increasing robots, penalty values distributed between [1, 10] and three different deadline (relative) patterns.

(steady high traffic and spiking traffic), the performance of the scheduler is analogous. Experiments henceforth are performed with steady high traffic.

Fig. 4 magnifies the execution pattern for tasks that arrive at time τ₀ + 25. OMPS schedules traffic such that fewer tasks miss the deadline as compared to EDF-NTF. OMPS delays tasks with lower penalty value (e.g., task id 58) and gives priority to the tasks with a higher penalty, minimizing the overall loss/penalty to the system. However, constant delay in execution of low penalty tasks may lead to their starvation. Thus, OMPS also tackles starvation avoidance as described in Section IV.

E. Robustness

Algorithm design in OMPS does not favor any specific task characteristics. To establish that, we also experiment with datasets of different types of deadline and penalty values. The results are summarized in Table I. We also point out the competitiveness of OMPS against the best offline algorithm (AUC) in terms of the number of tasks meeting the deadline. OMPS attains a maximum competitive ratio of 1 and a minimum of 0.83.

To show how our algorithm performs in terms of the number of resources, we evaluate it for varying number of robots and three different task deadline patterns, sketched in Fig. 5. Intuitively, when the number of available robots is large, the performance of a scheduler should improve in terms of minimizing the deadline miss and penalty. This trend is reflected by AUC (offline), EDF-NTF as well as OMPS. We varied the number of available robots between 20 and 100. This confronts two aspects – (i) robustness of the scheduler with varying number of resources (robots), and (ii) performance improvement with the increasing number of
resources. With 70 robots and $d \in [5e, 10e]$, i.e., the tasks have a much larger deadline, almost all tasks are successfully executed by OMPS obeying the deadline constraint. To achieve the same performance, EDF-NTF required a higher number of robots. With $d \in [2e, 10e]$ and $d \leftarrow mix$, when a prodigious number of tasks are bound to miss deadline, OMPS outperforms both AUC and EDF-NTF in terms of incurred penalty. Though the number of tasks missing the deadline is always less in AUC, the reason it being an offline approach where the entire task set is known to the scheduler at the beginning. However, OMPS is a natural choice over AUC when characteristics of the future tasks are not known and the objective is to minimize the overall system penalty rather than minimizing the deadline miss.

VI. CONCLUSIONS

In this work, we present an online heuristic algorithm, called online minimum penalty scheduling (OMPS) for multi-robot task allocation, where future task characteristics, i.e., arrival time, execution time, deadline, etc. is not known to the system. Unlike other real-time systems, where a task is discarded if it cannot be scheduled within its deadline, every task in a warehouse must be completed (sooner or later) to avoid customer abandoning. Moreover, the tasks are non-preemptive and cannot be abandoned once started. To compensate for the delay in execution, a task attracts a penalty if it is completed beyond its deadline. Even though there exists a large number of methods in multi-robot and multiprocessor domain, none of them tackle the same problem, hence underperforms. On the other hand, using compaction and list-scheduling OMPS handles such a situation very efficiently such that the overall penalty to the system is minimal under fluctuating task in-flow. Even though OMPS is targeted for a warehouse scenario, it is equally applicable in other domains. Since it achieves a lower deadline miss as compared to the state-of-the-art algorithm, it can be used as a de facto method for online MRTA use-cases.

In the future, we plan to extend this work for heterogeneous types of robots and perform a thorough study for dynamic scenarios.
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